
Abstract. The importance of electron-vibrational
coupling for intermolecular and intramolecular electron-
transfer processes is discussed on the basis of first-
principles correlated quantum-mechanical calculations
and of a dynamic vibronic approach. The methodology
is illustrated for examples selected from some of our
recent work. In all instances, the theoretical results are
thoroughly compared to experimental data.
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1 Introduction

Electron transfer (ET) plays a fundamental role in bio-
logical, physical, and chemical systems. As a result of
major advances in experimental and computational
techniques, great progress has been achieved in the
understanding and control of ET processes. The current
state of the art has been described in two recent volumes
of Advances in Chemical Physics edited by Jortner and
Bixon [1] and a five-volume handbook edited by Balzani
[2]. Here, we present an overview of our recent work on
intramolecular and intermolecular ET in p-conjugated
oligomers.

Molecular and polymer organic semiconductors are
currently the object of much interest because of their
potential applications in (opto)electronic devices such
as light-emitting diodes, photovoltaic cells, field-effect
transistors, or photorefractive systems [3, 4, 5, 6].
For instance, triphenylamine (TPA, 1), see Fig. 1, is
a prototypical hole-transport material; its derivatives
such as N,N¢-diphenyl- N,N¢ -bis(3-methylphenyl)-
(1,1¢-biphenyl)-4,4¢-diamine (TPD, 2) are widely used as

hole-transport layers [7, 8, 9]. Understanding charge
transport in such materials is important for the design of
efficient devices; this requires the characterization of
charge carrier mobility, whose mechanism involves ET
reactions.

In p-conjugated systems, there exists a strong cou-
pling between the geometric and electronic structures
that controls the transport properties [10, 11]. Any
charge-injection or electronic-excitation process leads
to very fast (subpicosecond) geometry relaxations,
which in turn modify the electronic structure [10, 11,
12]. When the charge carriers remain on individual
molecules or chain segments for a time sufficiently
long that the nuclei relax to the optimal geometry of
the charged state, the transport regime corresponds
to hopping; this is the situation usually found in
p-conjugated materials around room temperature. At
the microscopic level, the charge-transport mechanism
can then be described as a self-exchange ET from a
charged, relaxed chain segment (or molecule) to an
adjacent neutral segment (molecules). Several models
have been proposed to estimate the carrier mobility [13,
14]. At high temperature when the motions of the
carriers can be modeled by a sequence of uncorrelated
hops, the key parameters that define the mobility are
given by

l ¼ ea2

kBT
kET : ð1Þ

Here, kB denotes the Boltzmann constant, T is the
temperature, e is the electronic charge, a denotes the
spacing between molecules or chain segments, and kET is
the hopping probability per unit time (ET rate).

In the context of semiclassical ET theory and exten-
sions thereof [15, 16, 17, 18, 19], there are two major
parameters that determine the self-exchange ET rate and
ultimately the charge mobility: the electronic coupling,
Hab, (transfer integral) between adjacent molecules/seg-
ments, which needs to be maximized; and the reorgani-
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zation energy, k, which needs to be small for efficient
transport. The reorganization energy involves the
geometry modifications that occur when electrons are
added or removed as well as modifications in the sur-
rounding medium coming from charge polarization. In
the high-temperature limit, the rate constant can be cast
in an Arrhenius-like form:

kET ¼ A exp � k� 2Habð Þ2

4kkBT

" #
¼ jelmn exp �

DG#

kBT

� �
:

ð2Þ

DG# is the free energy of activation; the prefactor A can
be conveniently expressed as shown in Eq. (2) as the
product of the electronic transmission coefficient, jel,
and the nuclear vibration frequency, mn, that takes the
system from reactants to products through the inter-
section region. In the framework of the Landau–Zener
theory [20, 21] jel is given by [1]

jel ¼
1� exp �mel=2mnð Þ

1� 0:5 exp �mel=2mnð Þ ; ð3Þ

where mel is the electron hopping frequency:

mel ¼
2p
�h

H2
ab

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4pkkBT

r
: ð4Þ

Taking the inverse of mn and mel provides the vibra-
tional and electronic characteristic times, tel and tn,
respectively. The two limits tn� tel (mn�mel) and tn� tel
(mn�mel) are referred to as the adiabatic and nonadia-
batic regimes.

In an adiabatic limit (tel � tn; mel � mvib), the
electronic states are delocalized over the whole donor–
acceptor complex (it is then advantageous to use the
double-well delocalized adiabatic representation rather
than the localized diabatic representation). The adia-
batic ET is understood as the rearrangement of the
vibrational degrees of freedom when the system goes
from one energy well to the other. For small DG#,
the reaction rate constant can approach the nuclear
frequency factor. We note that the nuclear frequency
mn can be dominated by a solvent relaxation or an
inner-shell vibrational mode. Thus, in the case of
strong coupling (adiabatic ET regime), A =mn and the
rate constant obeys the standard Arrhenius-type
equation:

kET ¼ jelmn exp �
DG#

kBT

� � ����!jel¼1 kET

¼ mn exp �DG#

kBT

� �
: ð5Þ

In a nonadiabatic ET reaction ( tel � tn; mel�mn), the
vibrational motion is much faster than the electron
motion; it goes so fast through the crossing region that
the electronic wavefunction does not have enough time
to move completely from the donor to the acceptor.
Only a small fraction of electronic probability density
can reach the donor state (tunneling). In this weak
coupling limit, jel�1 and the product jelmn tends to
the hopping frequency mel. The ET rate is proportional
to Hab

2 and also depends on the probability with which
the crossing region is reached by the vibrational coor-
dinates (activation energy):

kET¼jelmn exp �
DG#

kBT

� �������!jelmn¼mel kET

¼ mel exp �
DG#

kBT

� �
/H2

ab exp �
Eact

kBT

� �
:

ð6Þ

Since the nonadiabatic limit is obtained when the
couplingHab is very small, the splitting at the barrier top
is very small.

Equation (6) for nonadiabatic ET can be derived as
the classical limit of the quantum mechanical Fermi’s
golden rule, using time-dependent perturbation theory
and assuming that all vibrational modes are classical,
�h xi� kB T. When the reorganization energy k contains
the contributions of both classical modes (k0; �hxi �
kB T) and some high-frequency vibrational modes (kh;
�hxh � kB T), the nonadiabatic ET rate becomes in the
context of the Bixon and Jortner model (for details, see
the review in Ref. [1]).

Fig. 1. Chemical formulas of triphenylamine (TPA) (1), N,N¢-
diphenyl-N,N¢-bis(3-methyl phenyl)-(1,1¢-biphenyl)-4,4¢-diamine
(TPD) (2), and oligoacenes (3–5)
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kET ¼
2p
�h

H2
ab

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4pk0kBT

s X1
n¼0

exp �Shð Þ S
n
h

n!

� exp � k0 þ n�hxhð Þ2

4k0kBT

" #
: ð7Þ

Here, we assumed that a single effective quantum mode
xh contributes to kh. The Huang–Rhys factor,
Sh ¼ kh=�hxh, is a measure of the electron-vibrational
coupling interaction. The main effect of high-frequency
modes is to renormalize the electronic coupling param-
eter rather than to contribute to the temperature
dependence (except at high temperatures). Therefore, in
order to achieve a complete understanding of the charge-
transport properties, a detailed knowledge of the
vibrational modes coupled to the ET process and of the
electron-vibration constants is required.

Besides the two limiting cases of adiabatic ( tel� tn)
and nonadiabatic (tel>>tn) reactions, there occur many
interesting situations when tel � tn. In this case, a vib-
ronic dynamic approach has to be considered, as shown
later in the analysis of intramolecular ET and, in par-
ticular, of the shape of the lowest intervalence absorp-
tion band in triarylamine mixed-valence (MV) systems.

Equations (2), (3), (4), (5), (6), and (7) can be applied
to describe both intermolecular and intramolecular ET
processes. Figure 2 illustrates how an intermolecular ET
process (Fig. 2a) becomes an intramolecular ET process
(Fig. 2b) when a bridge is added between the two tria-
rylamine moieties that serve as donor and acceptor sites
(M and M+•). Molecules where the donor and acceptor
sites differ only by their charge (i.e., their oxidation
state) are referred to as MV systems. Representative
examples of the triarylamine-based MV systems that we
have studied are shown in Fig. 3.

The concepts of mixed valency, originally introduced
and extensively developed for inorganic systems [22, 23,
24, 25, 26, 27, 28, 29], are increasingly being extended to
pure organic compounds [30, 31, 32, 33, 34, 35, 36]. In

addition to their relevance to ET processes, MV systems
are also the focus of recent research in various related
fields owing to their unusual nonlinear optical and
magnetic properties and their potential application in
molecular electronics and photonics. From a theoretical
standpoint, they constitute excellent model systems to
test new theoretical approaches.

2 ET processes and reorganization energy

2.1 Determination of reorganization energy from potential
surfaces

As stressed in the previous section, the reorganization
energy is one of the key quantities that control the ET
rate; it is usually expressed as the sum of inner and
outer contributions. The inner (intramolecular) reor-
ganization energy arises from the change in equilibrium
geometry of the donor and acceptor redox sites con-
secutive to the gain or loss of electronic charges upon
ET. The outer reorganization energy is due to the
polarization of the surrounding medium. Owing to the
weakness of the van der Waals interactions between
organic molecules, the separation of the reorganization
energy into intermolecular and intramolecular contri-
butions remains largely valid even in the case of
molecular crystals.

The intramolecular reorganization energy for self-
exchange consists of two terms corresponding to the
geometry relaxation energies upon going from the
neutral-state geometry to the charged-state geometry
and vice versa (Fig. 4) [37]:

k ¼ kð1Þrel þ kð2Þrel ; ð8Þ

kð1Þrel ¼ Eð1ÞðMþ�Þ � Eð0ÞðMþ�Þ ; ð9Þ

kð2Þrel ¼ Eð1ÞðMÞ � Eð0ÞðMÞ : ð10Þ

Fig. 2. a Intermolecular and b
intramolecular electron-transfer processes
between TPA moieties
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Here, E(0) (M) and E(0) (M+•) are the ground-state
energies of the neutral and cation states, respectively.
E(1) (M) is the energy of the neutral molecule at the
optimal cation geometry; E(1) (M+•) is the energy of the
cation state at the optimal geometry of the neutral
molecule.

2.2 Determination of reorganization energy
from frequency analysis

The contributions of each vibrational mode to krel can
be obtained by expanding the potential energies of the

donor and acceptor states in a power series of the nor-
mal coordinates. In the harmonic approximation, krel
can be written as

krel ¼
1

2

X
j

kjDQ2
j ¼

X
j

�hxjSj : ð11Þ

DQj represents the displacement along normal mode j
between the equilibrium positions of the two electronic
states of interest; kj is the corresponding force constant.
We note that when both donor and acceptor possess
an orbitally nondegenerate ground state, only totally
symmetric vibrations contribute to the relaxation
energy.

The numerical procedure consists of the following
steps. First, the normal-mode coordinates and the force
constants are determined. Then, the normal mode
displacements DQj are obtained by projecting the
displacements between the equilibrium geometries of
the donor and acceptor states onto the normal-
mode vectors. Finally, by substituting the calculated
quantities into Eq. (11), the total relaxation energy is
obtained.

Hereafter, the numerical approaches discussed earlier
are applied to the triarylamine and oligoacene systems
shown in Fig. 1. The geometry optimizations, normal-
mode analysis, and all single-point calculations
were performed at the density functional theory (DFT)
level with the hybrid B3LYP functionals [38, 39]
using the standard 6-31G** basis set. All the calcula-
tions were carried out with the Gaussian98 suite of
programs [40].

Fig. 3. Chemical formulas of derivatives 6–9

Fig. 4. Typical adiabatic energy surfaces corresponding to the
ionization (attachment) process
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2.3 Intramolecular reorganization energy: triarylamine
derivatives

The optimized geometry for the neutral TPA molecule
(1) corresponds to an sp2 hybridization (planar config-
uration) of the nitrogen atom; the three phenyl groups
assume a propeller-like structure, with a torsion angle of
41.70 with respect to the plane defined by the three N–C
bonds. The geometrical structure of the radical cation
1+ differs only slightly from the neutral one: the amino
group remains planar, the torsion angles of the phenyl
groups decrease to 38.9�, and the C–N bond lengths
change from 1.42 Å in the neutral molecule to 1.41 Å in
the cation [37].

In the case of TPD (2), the neutral molecule keeps the
geometrical characteristics of its components; the TPA
moieties of neutral TPD exhibit a planar configuration
of the N–C bonds and N–C bond lengths of 1.42 Å. The
central part has a structure close to that observed in
isolated biphenyl. The structure of the positive ion is
significantly perturbed upon ionization; while similarity
between the central part of the molecule and biphenyl is
conserved and the N–C bonds remain in the same plane,
a marked asymmetry is observed in the C–N bond
lengths as the C–N bond with the central biphenyl seg-
ment is significantly shorter than the other two (1.39
versus 1.43 Å) [37].

The results of geometry optimizations indicate that
upon ionization, 2 undergoes a reorganization similar to
that occurring in biphenyl and significantly different from
the one observed in 1. The relaxation energies k 2ð Þ

rel and k 1ð Þ
rel

obtained fromEqs. (9) and (10) are 0.06 and0.06 eV for 1,
0.15 and 0.14 eV for 2, and 0.17 and 0.19 eV for biphenyl.
This points out the intrinsic difference of the relaxation
processes occurring in 1 and 2. In TPD, it is the large
geometry relaxation occurring in the biphenyl core that
dominates the reorganization energy and leads to a kvalue
close to that obtained for the biphenyl molecule.

2.4 Intramolecular reorganization energy: oligoacene
derivatives

We have studied oligoacenes containing from three to
five rings: anthracene (3), tetracene (4), and pentacene
(5). The geometry optimizations indicate that the bond-
length modifications upon positive ionization show a
consistent trend along the series. Anthracene displays
the largest geometry relaxations, with changes in C–C
bond lengths of the order of 0.02 Å. This value is re-
duced to about 0.015 and 0.01 Å in tetracene and pen-
tacene, respectively. The geometry distortions, as well as
the changes in atomic charge densities (Mulliken popu-
lations), are spread over the entire molecules. This
indicates that even for pentacene, the largest oligomer
studied here, the molecular size is still smaller than the
molecular polaron extension. The theoretical estimates
of the relaxation energies k 2ð Þ

rel and k 1ð Þ
rel obtained from the

adiabatic potential surfaces are 0.068 and 0.069 eV for 3,

0.056 and 0.057 eV for 4, and 0.048 and 0.049 eV for 5
[41], leading to total reorganization energies of 0.137,
0.113, and 0.097 eV, respectively, for the three mole-
cules. The dependence of the reorganization energy on
the conjugation length is presented in Fig. 5. As ob-
served previously [42], the reorganization energy (elec-
tron–phonon coupling) is inversely proportional to the
number of atoms along the p-conjugated backbone. In
the limit of infinite conjugation length, the reorganiza-
tion energy converges to a value around 0.025 eV.

In the case of pentacene, the partition of the reor-
ganization energy into the contributions of each vibra-
tional mode is listed in Table 1. The reorganization
energy obtained from the normal-mode analysis,
k=0.1 eV, is in excellent agreement with the value re-
ported earlier, k=0.097 eV, computed directly from the
adiabatic potential-energy surfaces. The main contribu-
tions to the relaxation energy come from a few normal
modes in the range of 1,200–1,600 cm)1. The same trend
is observed in anthracene and tetracene [41, 43]. Note
that in all the systems considered here, the relaxation
energies k 1ð Þ

rel and k 2ð Þ
rel are nearly identical to one another.

2.5 Experimental determination of intramolecular
reorganization energy

The vibrational reorganization energy of a single mole-
cule can be estimated experimentally from its gas-phase
photoelectron spectrum [44]. The vibrational structure
present in an ionization band provides the values of the
Huang–Rhys factors, Sj, and of the frequencies of the

Fig. 5. Dependence of the reorganization energy on the inverse of
the number of carbon atoms in anthracene, tetracene, and
pentacene
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coupled modes. Experimental results of this type can
also be derived from other spectroscopies, in particular
resonance Raman [45], or from the temperature depen-
dence of the ET rate constants [46]; however, in such
methods, it is necessary to separate the inner contribu-
tion from the solvent reorganization energy. Thus, gas-
phase UV photoelectron spectroscopy (UPS) has the
merit to provide directly the inner contribution.

We have recently used gas-phase UPS to estimate the
reorganization energies of anthracene, tetracene, and
pentacene [41, 47]. The experimental results confirm that
the reorganization process in all three systems is domi-
nated by the interaction with rather high-frequency
modes, in agreement with the theoretical results of Ta-
ble 1. The numerical simulation of the first ionization
band of pentacene obtained from the linear vibronic
model and using the data from Table 1 is reported in
Fig. 6 together with the experimental UPS spectrum. The
agreement between theory and experiment is excellent.

It is interesting to note that k is directly related to such
quantities as the polaron binding energy (Epol=k/2)
and the dimensionless electron–phonon parameter k e-ph

[ke-ph =kN(EF), where N(EF) is the density of states at
the Fermi level] [41, 42]. The electron–phonon parameter
is a key value in the conventional theory of supercon-
ductivity. Therefore, the results discussed above are of
particular importance in the development of adequate
polaron models to understand superconductivity and
charge transport in organic molecular systems.

3 Intramolecular ET: MV systems

3.1 Vibronic model

The properties of MV systems depend strongly on the
extent of electronic interaction between the redox sites.

In accordance with the common classification, MV
systems are divided into three classes [48]: class I, com-
plete valence trapping (negligible electronic coupling
between the two redox sites); class II, valence trapping
(weak electronic coupling); and class III, delocalized
valency (strong electronic coupling).

Organic MV systems are of interest because many of
them, in particular those represented in Fig. 3, display a
significant electronic coupling and are thus appropriate
for the investigation of adiabatic ET processes. As a
consequence of the strong electronic interactions, the ET
rate is too fast to be measured directly by experimental
techniques such as electron spin resonance or NMR;
however, it can be accessed from optical data since an
important feature of the electronic spectrum of MV
systems is the appearance of an absorption band in the
visible or near-IR region. This band, referred to as the
intervalence charge-transfer (IV-CT) band results from
transitions within the electron-vibrational manifold
generated by the electronic interaction between the
redox sites. This band can be analyzed to provide the
values of the two ET parameters: the electronic coupling
Hab and the reorganization energy k.

The first vibronic coupling model that is applicable to
classes II and III of MV systems is the Piepho, Krausz,
and Schatz (PKS) model [49, 50]. It is a two-site one-
mode model in which only the donor and acceptor states
are considered. The single vibrational mode of the PKS
model represents the out-of-phase (antisymmetric) linear
combination of the breathing modes localized on the
donor and acceptor sites. Ondrechen and coworkers [51,
52] have extended this model by explicitly taking into
account the role of the bridge ligand and of its vibra-
tional modes; in a more advanced model, Piepho [53, 54]
has stressed the role of multicenter vibrations that gov-

Fig. 6. Density functional theory (DFT) simulation of the first
ionization peak of the UV photoelectron spectroscopy spectrum of
pentacene. The ten vibrational modes of Table 1 with the largest
Huang–Rhys factors were used for the simulation. The frequencies
were scaled by a factor of 0.9613. The transition intensities were
convoluted using Lorentzian functions with a full width at half
maximum of 0.06 eV

Table 1. Density functional theory (DFT) estimates of frequencies,
Huang–Rhys factors, S, and reorganization energies k 2ð Þ

rel and k 2ð Þ
rel

for pentacene

x/cm)1 S k 1ð Þ
rel /eV x/cm)1 S k 2ð Þ

rel /eV

263 0.030 0.0010 264 0.031 0.0010
613 0.000 0.0000 616 0.000 0.0000
636 0.000 0.0000 646 0.000 0.0000
765 0.000 0.0001 764 0.000 0.0000
807 0.002 0.0002 799 0.002 0.0002
1,046 0.004 0.0005 1,027 0.004 0.0008
1,200 0.015 0.0022 1,190 0.011 0.0016
1,227 0.043 0.0073 1,218 0.052 0.0078
1,338 0.004 0.0007 1,345 0.000 0.0001
1,425 0.003 0.0006 1,425 0.074 0.0130
1,441 0.097 0.0184 1,447 0.013 0.0024
1,515 0.000 0.0001 1,506 0.002 0.0003
1,560 0.059 0.0118 1,569 0.098 0.0190
1,590 0.033 0.0072 1,590 0.011 0.0021
3,192 0.000 0.0001 3,165 0.000 0.0000
3,196 0.000 0.0002 3,171 0.000 0.0000
3,202 0.000 0.0002 3,175 0.001 0.0002
3,224 0.001 0.0001 3,200 0.000 0.0001
Total 0.0506 Total 0.0488
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ern the donor–acceptor distance. We note that the fact
that the interaction with symmetric vibrations could be a
major source of band broadening for strongly delocal-
ized MV systems was predicted by Hush over 20 years
ago [55].

In the case of 6+, we have previously shown that the
PKS model reproduces the major features of the CT
band, i.e., its position, intensity, width, and asymmetry.
However, some disagreements subsist. For instance, the
smooth decrease observed experimentally on the high-
energy side of the CT band is not correctly reproduced.
More recently, we obtained a better description by
including the symmetric vibrations into the model. For
that purpose, we employed a simple two-mode model
using a set of two molecular normal coordinates that
only contain the contributions of one symmetric vibra-
tion, Q +, and one antisymmetric vibration, Q ). In the
delocalized electronic basis

W� ¼
1ffiffiffi
2
p Wa �Wbð Þ ; ð12Þ

where Ya and Y b are the wavefunctions of the diabatic
states corresponding to the two possible valence struc-
tures Ma

+•–bridge– Mb or Ma–bridge– Mb
+•, the system

is described by the following vibronic Hamiltonian:

Here, k+ and k) are the force constants and we as-
sume that they are identical in both electronic states Y+

and Y); ‘+ and ‘) are the linear vibronic constants. In
Eq. (13), the energy difference D=e+)e) between the
molecular electronic states Y+ and Y) is related to the
electronic coupling constantHab=D/2. It is important to

mention that in contrast to the conventional Hush
model [17, 18] where Hab is assumed constant, the
effective electronic coupling in the present model
depends on the coordinates of the symmetric vibration.
In Eq. (2), D is defined at the transition state where Hab

is maximal.
The eigenvalues and eigenfunctions of the vibronic

matrix Hvib (that take into account the nuclear kinetic
energy) form the complete solution of the dynamic
vibronic problem [26].

3.2 Adiabatic solutions

We first consider the static (adiabatic) solutions of the
problem, i.e., the solutions obtained in the framework
of the Born–Oppenheimer approximation from the
electronic Hamiltonian only, without considering the
nuclear kinetic energy. The resulting adiabatic potential
surfaces are plotted in Fig. 7 when only the off-diagonal
vibronic coupling is operative (‘� 6¼ 0 and ‘þ ¼ 0).
Provided ‘2�

�
k� > Hab (class II), the vibronic mixing

of the electronic states leads to a pseudo-Jahn–Teller
instability of the reference symmetric geometry; the
lower surface of the adiabatic potential exhibits two

equivalent minima corresponding to two broken-sym-
metry states (Fig. 7a). Each of these minima corresponds
to the situation where the system is mainly localized
on one of the valence structures, Ma

+•–bridge–Mb or
Ma–bridge–Mb

+•. Thus, the vibration Q) corresponds to
the reaction coordinate of the standard one-dimensional

Fig. 7. Typical adiabatic energy
surfaces in the case of diagonal
vibronic coupling: a broken-
symmetry situation (class II);
b symmetric situation (class III)

Hvib¼
TQþ þTQ� þ 1

2 k�Q2
�þkþQ2

þ
� �

‘�Q�
‘�Q� TQþ þTQ� þ 1

2 k�Q2
�þkþQ2

þ
� �

þDþ‘þQþ

� �
: ð13Þ
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self-exchange ET theory. In both cases of intermolecular
and intramolecular ET, Q) can be considered as an
antisymmetric linear combination of symmetric modes
localized on the donor and acceptor sites. k is related
to ‘) by

k ¼ 2‘2�
�

k� : ð14Þ

It can be shown that Eq. (14) is equivalent to the
definitions given by Eqs. (8), (9), (10), and (11) if the
vibronic interaction of the donor site and of the acceptor
sites is limited to a single vibration. It is important to
note that, despite an apparent similarity, the origin of
the reorganization energies (Eqs. 11, 14) in intermolec-
ular and intramolecular ET processes is different: In the
first case, as already underlined, only the totally sym-
metric vibrations contribute to k; in the second case, k is
determined by the antisymmetric modes (now Q) is an
intramolecular vibrational mode).

When ‘2�
�

k� � Hab (class III), the lower surface
possesses only one minimum (Fig. 7b). The symmetric
equilibrium structure is then stable with respect to the
antisymmetric vibrations.

Owing to the Franck–Condon principle, the optical
band corresponds to a vertical transition from a mini-
mum in the lower surface to the upper surface, as shown
in Fig. 7. In the case of weakly coupled systems
(Hab < ‘2�

�
k� or equivalently D<k), the maximum of

the CT optical band, Eop, is equal to k:

Eop ¼ hmmax ¼ k : ð15Þ

The CT band is Gaussian-shaped with a full width at
half maximum, m1/2, given at high temperature by the
Hush relation:

m1=2
2 ¼ 16kkBT ln 2 : ð16Þ

The intensity of the CT transition is related to the
electronic coupling Hab by the expression

Hab ¼
0:0206

R
mmaxemaxm1=2
� �1=2

; ð17Þ

where Hab, mmax, and m1/2 are given in reciprocal centi-
meters. R (in angstroms) is the effective separation dis-
tance between the donor and the acceptor sites (diabatic
states); e (per mole per centimeter) denotes the molar
extinction coefficient. Note, that while the parameters e,
mmax, and m1/2 are accessible from optical measurements,
the diabatic transfer distance R cannot in principle be
directly measured. Much later after Hush’s seminal
work, Cave and Newton [56] developed a prescription
on how to obtain R using experimental and/or theoret-
ical data (see Sect. 3.4).

In the case of strongly coupled MV systems,
D>k (class III), the energy of the intervalence
transition becomes a direct measure of the electronic
coupling:

Eop ¼ D ¼ 2Hab : ð18Þ

The reorganization energy L related to the symmetric
mode can be obtained from the displacement of the
upper adiabatic surface with respect to the ground adi-
abatic surface at the symmetric geometry configuration
Q)=0. This displacement is due to the sensitivity of the
molecular geometry to the perturbation of the electron
distribution occurring during the optical excitation.
Thus, the energy of the intervalence transition can be
written as

Eop ¼ D ¼ D0 þ L ;

L ¼ kþðdQþÞ2

2
;

ð19Þ

where D0 is the energy difference between the ground and
excited states each at their own equilibrium positions
and dQþ ¼ ‘þ=kþ is the displacement of the two adia-
batic potential curves. In conventional molecular spec-
troscopy, L is usually referred to as the relaxation
energy. Note, however, that both k and L bear the same
physical meaning (i.e., they correspond to vibrational
reorganization energy); they are distinguished only by
the relevant vibrational mode (i.e., antisymmetric for k
and symmetric for L). If the interaction with symmetric
vibrations is strong, the shape of the CT band can be
broad even in the case of class III systems.

3.3 Electronic coupling

The electronic coupling parameter of systems 6
+–9 +

was evaluated in three ways: from excited-state calcu-
lations at the TD-DFT level [57]; directly from DFT
calculations; and by means of Koopmans’ theorem (KT)
[58]. As seen from Fig. 7, in class II compounds, the
coupling parameter D should be calculated at the tran-
sition-state structure rather than at the equilibrium
geometry. In order to locate the symmetric geometry
configuration, the optimization of the radical-cation
states was also performed with symmetry constraints,
i.e., keeping the two halves of the molecule identical. In
addition, to rule out a possible artifact of the DFT
geometry optimizations, as a crosscheck, all the elec-
tronic calculations were also carried out at the neutral
molecular geometry.

The TD-DFT energy and the transition dipole mo-
ment of the first excited state of systems 6

+–9 + were
obtained at the B3LYP/6-31G** level. The results indi-
cate that the first optical band is due to a single elec-
tronic transition to an excited state well separated from
any other state. For all four systems, the main configu-
ration interaction contribution to the state in question is
described by the HOMOb fi LUMOb one-electron
transition (if we were to use the labels of the levels in the
neutral state, this would correspond to the HOMO-
1 fi HOMO excitation).
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In the case of open-shell molecules, the DFT method
can be used directly to calculate the lowest state of any
symmetry. Since in our case the two states of interest,
Y+ and Y), are of different symmetry, it is possible to
estimate the electronic coupling parameter, D=e+) e),
by applying directly the DFT method to these two
states. For all systems, the DFT estimates are smaller
than the TD-DFT values.

Currently, the evaluation of the electronic coupling is
frequently based on the simple application of KT. In this
approach, the magnitude of D is approximated by the
energy difference between the delocalized active molec-
ular orbitals taken from a selected electronic configura-
tion. In our calculations, D was estimated from the
difference in the energies of the HOMO and HOMO-1
levels derived from the closed-shell configuration of the
neutral molecule. Both Hartree–Fock-type (HF) and
Kohn–Sham-type (KS) orbitals were used. The com-
parison of the data in Table 2 indicates that the KT-KS
values are somewhat larger than the DFT values but
remain significantly lower than the TD-DFT estimates.
In contrast, the KT-HF values are comparable with the
TD-DFT results. The D parameters were calculated at
the KT-AM1 level using the AM1-optimized geometry of
the neutral species. Here, for the sake of a better com-
parison, we performed the KT-AM1 calculations at the
same DFT-optimized geometry as for the KT-KS and
KT-HF calculations. The KT-AM1 results provide lower
D values than the other calculations.

In order to illustrate the influence of the choice of
geometry, we calculated the ratio g=D (at cation
geometry)/D (at neutral geometry). The results are also
given in Table 2. It appears that the TD-DFT values are
less sensitive to the choice of geometry than the KT
estimates; the largest TD-DFT value for g is obtained
for compound 7+, g=1.18, and is to be compared to
g=1.39, 1.41, and 1.49 obtained for the same compound
from the KT-KS, KT-HF, and KT-AM1 calculations,
respectively.

Thus, the electronic-structure calculations point to-
ward a strong electronic coupling in triarylamine-based
MV systems. This coupling is sufficiently strong even in
the case of system 6+, where a long bridge separates the
TPA moieties, that the ET reaction in this molecule also
takes place in the adiabatic regime.

It is worth mentioning here that, owing to problems
inherent to DFT exchange–correlation functionals [59],
DFT calculations can sometimes result in an overstabi-
lization of delocalized states. On the other hand, it was
shown that conventional HF methods based on single-
configuration wavefunctions fail for the radical-cation
state of the systems considered here [34]. Therefore,
calculations at a multiconfigurational level are generally
required.

3.4 ET distance

The Hush model remains the method of choice for the
determination of the electronic coupling because of its
simplicity and ease of application. Equation (17) was
initially derived at the perturbation limit of weak elec-
tronic coupling and for Gaussian-shaped bands. A more
general formulation of this equation applicable for
arbitrary band shapes is [60]

Hab ¼
l12

eR
mmax : ð20Þ

Here, l12 is the IV-CT transition dipole moment.
According to Cave and Newton [56], the ET distance, R,
can be estimated as

eR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dl2

12 þ 4l2
12

q
: ð21Þ

Dl12 is the difference between the dipole moments
corresponding to the minima of the lower adiabatic
potential surface. In this approach, Dl12 is obtained as
twice the ground-state dipole moment, provided the
origin of the coordinate system is located on the
molecular center of symmetry [61, 62]. Alternatively, R
can be estimated from the calculations of the transition
dipole moment l± for the electronic Y+ fi Y) transi-
tion:

eR ¼ 2l� ð22Þ

The values of R obtained from TD-DFT estimates of
l± are collected in Table 3. They indicate that the ET
distance is much smaller than the nitrogen–nitrogen

Table 2. Absolute values of
D (cm)1) for systems 6+–9+

obtained from TD-DFT, DFT,
and Koopmans’ theorem (KT)
calculations using the geometry
of the radical-cation state and,
in parentheses, of the neutral
state

Method System

9
+

8
+

7
+

6
+

TD-DFT 9,250 (7,940) 6,920 (5,860) 6,550 (5,900) 6,040 (5,480)
g 1.16 1.18 1.11 1.10
DFT 7280 4290 3950 3640
KT/HF 9,930 (7,460) 7,080 (5,090) 6,570 (5,140) 5,390 (4,290)
g 1.33 1.39 1.28 1.26
KT/DFT 7,720 (5,720) 4,660 (3,310) 4,550 (3,540) 3,970 (3,160)
g 1.34 1.41 1.29 1.26
KT-AM1-RHF 6,850 (4,740) 4,190 (2,820) 3,460 (2,510) 2,650 (1,970)
g 1.45 1.49 1.38 1.34
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distance (that could in principle be considered as the
geometric separation of the two localized sites).

The application of Eq. (18) is complicated by the fact
that the value of the dipole moment Dl12 strongly de-
pends on the method used for geometry optimization.
For example, the DFT calculation results in a nearly
symmetric configuration close to that obtained with
symmetry constraints and thus yields a very small value
of R; for instance, R=5.2 Å for system 7+. This value is
much smaller than the estimate based on TD-DFT cal-
culations. In contrast to DFT, the HF optimizations
result in an asymmetric geometry with large dipole
moments. For system 7+, R calculated at the ab initio
unrestricted HF/6-31G** level is 11.7 Å. This value is
only slightly smaller than the nitrogen–nitrogen distance
of 12.5 Å, and is probably overestimated. We note that
the ab initio unrestricted HF calculations suffer from a
high amount of spin contamination (e.g., for system 7+

at the unrestricted HF/6-31G** level, < S 2>=3.1),
which strongly questions their reliability.

3.5 Shape of IV-CT bands

In an MV system, the shape of the CT band is an
important characteristic of the extent of valence delo-
calization. Systems 6+–9 + exhibit a rather intense CT
transition. Using the experimental values for the tran-
sition dipole moments, the oscillator strengths of the CT
transitions are estimated to be 0.15, 0.39, 0.40, and 0.38,
respectively. For comparison, the oscillator strength
of the Creutz–Taube ion, [(NH3)5Ru–pyrazine–
Ru(NH3)5]

5+ [63], which is considered as a class III
system, is about 0.03. Thus, such intensities are an
experimental indication that the electronic coupling in
these systems is strong. In addition, the bands in the
triarylamine systems are significantly broader than in
the ruthenium compound; the implication is that the
vibronic interactions are also very strong in these
systems.

The dynamic vibronic problem for 6+– 9+ was
solved in the framework of the numerical procedure
presented previously. The resulting eigenfunctions and
eigenvalues were used to simulate the CT band. We
exploited a basis set truncated to 60 vibrational quanta;
we have verified that a further increase in the basis set
does not change the profile of the calculated bands. The
reorganization energy parameters and the electronic
coupling constants were obtained by fitting the position

and shape of the theoretical IV-CT bands to the exper-
imental spectra.

The simulations of the shape of the IV-CT band
indicate a broken-symmetry effect for 6+ and 7+; thus,
these systems can be classified as class II systems. Al-
though it is not possible to draw a definite conclusion
about the ratio k/D for 8+ and 9+, the simulations based
on the two-mode model reveal that the reorganization
energy is smaller or at least does not significantly exceed
the electronic coupling parameter; thus, 8+ and 9+ can
be classified as borderline between class II and class III
systems.

The electronic coupling parameters D obtained from
the fitting, 9,680 cm)1 (9+), 6,200 cm)1 (8+),
5,100 cm)1 (7+), and 3,300 cm)1 (6+), reveal that
TD-DFT provides reliable values in the case of strong
electron delocalization but overestimates the electronic
coupling of large p-conjugated MV systems; in the case
of 6+, which has the longest central bridge, the TD-DFT
estimate is about twice as large as that obtained from the
dynamic vibronic simulations.

The numerical simulations reveal that the band shape
results from a subtle balance between the vibronic
interactions with symmetric and antisymmetric modes.
The shape of the CT band in 9+ (Fig. 8) is completely
dominated by the interaction with the symmetric mode;
the same trend is observed for system 8+. In systems 6+

and 7+, the roles of the symmetric and antisymmetric
modes are reversed with respect to 8+ and 9+. These
results fully support Hush’s prediction of the dominant
role of symmetric vibrations in determining the band
shape in delocalized MV systems.

Table 3. Electron transfer distances, R, for systems 6
+ –9+

obtained from TD-DFT calculations. The nitrogen–nitrogen
distances are taken from the DFT-optimized geometries of the
radical-cation state

6
+

7
+

8
+

9
+

R (Å) 7.72 6.89 6.05 4.22
R NN (Å) 15.06 12.49 9.95 5.62

Fig. 8. Calculated absorption profiles of 9+ for the following sets
of parameters: (a) experimental absorption spectrum taken from
Ref. [35]; (b) D=9,680 cm)1, k=6,500 cm)1, L =1,673 cm)1,
�hx+=1,050 cm-1, and �hx)=500
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4 Synopsis

In this contribution, we have reviewed the parameters of
importance in the study of intramolecular and inter-
molecular ET processes. The various approaches have
been illustrated in the case of p-conjugated oligomers
corresponding to oligoacenes and triarylamine MV
compounds. The interplay of symmetric and antisym-
metric vibrations on the ET processes has been high-
lighted.
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